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Abstract
In this paper we describe a scenario for a so called
“Social Environment” which allows for a more in-
tuitive man-machine communication by using the
entire space in front of a large back-projection
screen. Computer vision, recognizing movements,
gestures and posture, and speech recognition are
used, placing the user in a non-intrusive environ-
ment. The interaction is related to the location and
movement of the user within this space and is de-
scribed in two exemplary applications. For a
pointing gesture we will describe a simple algorithm
that is based on the intersection of planes. The
interface has a special focus on the needs of people
in creative fields such as visual arts or film.

1   Introduction
Creative people are often unfamiliar with comput-
ers and hesitate before getting involved with mouse
and keyboard, because of the symbolic and alpha-
numeric abstraction that is necessary. In this paper
we describe the first step towards a new user inter-
face titled “Social Environment” that tries to close
this gap by being non-intrusive and intuitive to
learn. Our interface is based on the fact that people
already have experience in relating locations to
entities [15], as used in games like multi-user dun-
geons that are often based on the metaphor of
rooms to facilitate navigation. A second example
are 3D-file browsers, that use 3D visualization for
data retrieval. These approaches facilitate explor-

ing and manipulating data, but they do not facilitate
the use of the computer itself.

Storing information at locations in the mind has
been a technique called "Ars Memoriae" which was
used by orators in antiquity to memorize long
speeches [15]. The orator would create icons of the
subjects to be memorized and place them at chosen
locations in an imaginary architecture. The icons
are used as links to the information and as the ora-
tor (in his mind) walks to the memorized locations
he is able to retrieve the icons and with them the
information. Our scenario uses this metaphor by
allowing the user to put icons at chosen locations in
real space and to retrieve these icons and the linked
information at a later time. The computer will help
to retrieve the icons by displaying them on the
screen and will offer the linked information when
requested. Our system uses the real space in front of
a back-projection screen. Computer vision is used
for sensing user posture and simple gestures like
pointing, together with speech recognition to trig-
ger commands. For speech recognition we use a
wireless head-set microphone and PC-based, con-
tinuous, speaker independent speech recognition
software that allows the recognizable commands to
be defined in a “Backus Naur“ type of grammar
[12].

In this paper we will first present related work.
Next, we describe the scenario of our system and
present two applications as examples. Thereafter,
the gesture recognition process will be outlined, and
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we will describe the algorithm for the pointing ges-
ture in more detail.

2   Related Work
Using body movements to control game-style ap-
plications is described in [1]. We extend this ap-
proach to applications in the creative field, such as
an interactive film planning system [7], [9] in
which the real space is used as a location where data
is placed and retrieved, and not only as a relative
reference system to navigate in a virtual space. An
“intelligent room“ is described in [14] that supports
the user’s daily activities in an office or meeting
environment. In our approach, space and gestures
are not only used  to trigger commands, but real
space becomes part of the computer’s data space
and the body movements in this space become part
of the interface. Using two-dimensional graphic
space for data-management is described in [2], using
real space as a location to situate windows of a
standard window system is described in [6]. We ex-
tend these approaches by freeing the user from
tracking devices and allowing her to use the entire
room to store any kind of information.

Unlike other gesture recognition systems, we do not
seek to recognize complex gestures which, although
they often allow great functionality, they also have
a large learning curve and are sometimes awkward
to use, for example the different hand gestures in
[3] and [13]. Our commands are as simple as
pointing gestures.

3   Scenario
In the environment presented here, the user con-
trols an application by means of moving and navi-
gating in real space in front of a wall-size back-
projection screen. The movements are utilized for
navigating and manipulating data, i.e. moving data
to places in real space, or moving objects like a
virtual camera to a specific position. Commands are
triggered by using pointing gestures and speech. The

focus lies on the location of the user and the overall
movement of hands and body. These influence the
way commands are either interpreted or decrease
the functionality of commands, e.g. blending out
the finer control commands if the user seems to
move in a nervous manner.
The locations the user chooses can be next to ob-
jects or areas in the room that are easy to remem-
ber, like a table or a window, as well as locations
like the sides or the center of the room. Height can
also be used to organize information, e.g. putting
the less important entities on the floor and the
most important at eye-level. Furthermore, by re-
lating data to locations in real space the system is
open for self organizing strategies as described in
[8] where, for example, a self organizing sound data
base could be explored in real space. Here, data enti-
ties form groups of similar quality and other enti-
ties, as well as groups, move around in space to find
appropriate groups to join.

The types of interaction which take place in our
scenario are: placing and retrieving data, switching
between different sets of entities, and storing enti-
ties at fixed positions in the surroundings of the
user:

• To place an entity at a certain location the user
selects it on the screen by issuing a speech
command and/or a pointing gesture. Next, he
moves to a location in the room and puts the
selected entity at that location triggered by an-
other speech command.

• For retrieving entities the user moves to the
location were he remembers the entity to be lo-
cated. The computer will show the current col-
lection on the screen, from which an entity can
be selected. Different 2D or 3D views of the
collections can be used to match the user’s pref-
erences.

• Switching between different sets of entities is
possible by using speech commands, which en-
ables the user to use the room for different sets
of data, i.e. the same locations can be used for
storing and retrieving a new set of information
[15].
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• Entities can also be stored at a fixed position
around the user, as the “surround-fixed-
windows“ described in [6]. These entities are
fixed to a position relative to the user’s position
and are accessable even when the user moves
around. This mode can be used to select a group
of entities, such as hyperlinks or camera control
functions, and freely move around with them
until the group is released again.

4   Applications
We created two exemplary applications to demon-
strate the idea of our environment:

Managing and maintaining information enti-
ties
This example application demonstrates the use of
space for manipulating and retrieving data. The user
can place information entities, i.e. hyperlinks, data,
or sound files,  at any location in the space in front
of the projection, and retrieve the information by
simply moving to that location. The current collec-
tion is shown on the screen when the user moves
within the perimeter of the entities in real space.
Figure 1 shows a typical screen of our demo system
where the current collection is a set of netscape
hyperlinks that are superimposed over a lab scene.

.

Figure 1: Hyperlinks superimposed on lab scene

Links or data files are activated by pointing to
them and/or issuing a speech command. The idea is
that the user will memorize the location where data
about a certain topic have been placed more easily
than browsing a hierarchical file system.

Film Planning System
In film production storyboards are normally used to
plan a film. Storyboards are drawn sketches of the
key scenes of a sequence. These sketches show
camera perspective and give a good description of
the scene setting, but they lack the final impression
of the image, and movements cannot be shown
directly. In our application, the system is used for
directing a computer generated scene for film plan-
ning purposes [7], [9]. The example scene shows a
typical set of a living room. Objects in the scene
can be moved around by simply pointing to them
and issuing a speech command. The user can modify
camera  position and point of view by changing his
position in real space, and define camera move-
ments that can be recorded and played back by
moving in front of the scene. The entire space in
front of the display is used to direct the scene. This
is a familiar working environment for film people
as opposed to the desktop environment of tradi-
tional PC. Instead of a storyboard, the result is a
sample sequence of the film. The system creates an
interactive environment where image analysis is
used to control an image synthesis process, i.e. cre-
ating a computer generated film. For a more de-
tailed description of the concepts see [7] and [9].

5   Gesture Recognition
For gesture recognition we currently use a single and
a stereo camera system connected to a Silicon
Graphics workstation. The single camera system is
used to determine the location of the user in 3D
space and to account for body movements. The
stereo camera system is used for a pointing gesture,
which will be described in more detail.

Single camera system
A single camera view is used to determine the posi-
tion and posture of the user. First, the user is ex-
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tracted from the background using a constant back-
ground image. A blob analysis procedure detects the
biggest connected region in the image. Thereafter,
head and hands are located using curvature cues on
the boundary curve of the silhouette. Simple heuris-
tics about head and hand position, similar to those
described in [4] and [11], are used to guide the
search process and fill in missing data when parts
cannot be extracted reliable. We  assume that the
user is most often facing the camera and therefore
expect to find the left hand on the left side of the
silhouette. The search regions for hands are located
at the left and right edge of the bounding box and
have a 10 percent width of the entire contour (Fig-
ure 2). If no curvature cues are detected in this re-
gion we assume that the hand is at a rest position,
as shown on the right side of Figure 2, i.e. at 45%
of the height of the contour. If the hand is found,
we continuously update the new position as long as
the displacement does not exceed 30% of the
bounding box width. The same scheme is used for
the head, with the search area depicted in Figure 2.
For the feet we use a different bounding box that
covers the lower 34% of the contour. The search
regions are chosen similarly to the hand regions.
The rest position is located on the lower edge of
the bounding box.

30% 10%

30%

45%

10%

34%

Figure 2: Silhouette of the user shown with search
regions and detected hands and head.

If we cannot find a position in the current frame
with the above rules, we use the ratio of the posi-
tion relative to the bounding box found in the last
frame. This ratio applied to the current bounding
box gives the new position used.  If we cannot find
a new position for more than five frames, we as-
sume that we lost the hand and interpolate the cur-
rent position to the rest position, so that the hand
smoothly moves back to it’s rest position. The size
of the search regions and the other heuristics were
determined using experimentation.
An approximation of the 3D position of the user is
determined by using the position of the feet in the
image. Furthermore, the velocities of body and
hand movements are determined to account for
interactions where the amount of movement is
important. Finally, a Kalman filter is used to
smooth the data. The Kalman filter, together with
the heuristics, result in a stable system.

Stereo camera system
The stereo camera system is used for a pointing
operation which determines the position on the
screen pointed at by the user. Currently, we use a
colored stick that is segmented in the stereo pair by
using color cues (Figure 3). We are working on a
version that is not dependent on a stick, but rather
extracts the user’s forearm automatically, as well as
integrating the functionality of the single camera
system.

Figure 3: Left camera image with segmented colored
stick.
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The algorithm runs in real time, i.e. a screen cursor
follows the change of the user’s pointing direction
without noticeable delay. The general idea of the 3-
D pointing system is to approximate the position
of the user’s forearm by a three-dimensional line
and then calculate the intersection of that line with
the screen plane. The first processing step is to
extract the forearm of the user from the camera
image and to approximate it by a straight line.
Standard image processing algorithms can be applied
for the straight line approximation. The result of
this step is an analytical description of a line in
camera coordinates. But a line seen by one camera
does not define a unique three-dimensional line.
The 2-D line just imposes constraints on the 3-D
line's position in space, i.e. the line must lie in the
plane E  defined by the 2-D line and the optical
center of the camera. When two cameras are avail-
able, the system has, in general, a unique solution. If
more than 2 cameras are used, the system is over-
constrained and the least-squares solution for the
intersection of the planes should be applied [5].

To describe the whole process mathematically, we
have to deal with several coordinate systems: a
world coordinate system in which the screen is de-
scribed, camera coordinate systems, and the coordi-
nates of the 2-D image plane. An obvious choice
for the world coordinate system is to assign the
projection screen to one of the planes defined by
the axes of this coordinate system, e.g. the x − y
plane. For the camera coordinate system the origin
can be at the optical center. A standard set-up for a
two camera system is depicted in Figure 4.

c2c1

x

y

z

(x, y)

E1 E2

Figure 4: Schematic view of camera set-up and seg-
mented pointing stick.

For camera calibration we use a semi-automatic
procedure that first determines the angle of view by
using a test pattern of known dimensions. Next,
camera position and the location of an object in the
scene are measured manually. Thereafter, the rota-
tion angles in x- and y-axes are determined auto-
matically using these values and the location of the
object in the image plane.

Determining the 3-D pointing direction of a user is
closely related to the image formation process in
the pinhole camera model. In homogeneous coordi-
nates, points in three-dimensional space are four-

component vectors X = (hx, hy, hz, h)T . The im-

age coordinates Y  are obtained by

Y = MX .

The complete 4 x 4 transformation matrix, M ,
from world coordinates to image coordinates, is
composed of several elementary matrices

M = NPR zR yRx T .

The translation, T , shifts the origin of the world
coordinate system to the origin of the camera co-
ordinate system. R z , Ry , and Rx  change the ori-

entation of the coordinate system by rotations
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about suitable axes. P  performs the perspective
projection, and N  transforms (scales and trans-
lates) the two-dimensional image plane [10].

To reconstruct the 3D straight line L , the trans-
formations of the pinhole camera model have to be
inverted. L  is given by the intersection of the two
planes E1  and E2  (see Figure 4). Using vector nota-
tion for the planes, Ei , i =1,2  can be described by

one point c i  and two vectors ri
1,r i

2 . The center of

the camera coordinate system can be chosen for the

point c i . Suitable vectors ri
1,r i

2 , i =1,2  are given

by c i  and the endpoints of the line segments in the

image plane, which can easily be determined from
the image coordinates of the segmented region. The
construction of planes Ei  can be seen as an attempt
to reverse the projection P  (which is of course not
possible but yields the above mentioned constrains
for the 3-D position of the line). In the next step,
we transform the camera coordinates of E1  and E2

to world coordinates by applying inverse transfor-
mations T−1 , R x

−1 , and R y
−1  (rotation about the z-

axis is not necessary with our camera set-up). When
using vector notation, we just need to apply the
inverse translation on c i , and inverse rotations on

ri
1,r i

2  to obtain the representation of E1  and E2  in

world coordinates.

In the final step, we switch to coordinate notation
of Ei , i =1,2 , Ei : Ai x + Bi y + Ci z + Di = 0. To

obtain the point (x, y)  were the line L  intersects

with the screen we just solve for E1  = E2 , using the
knowledge that the z -value of L  is equal to zero.

For the two camera models we get X = K− 1D ,
which in detail is:

x

y

 
 
  

 
=

A1 B1

A2 B2

 
 
  

 

− 1 −D1

− D2

 
 
  

 
.

If more than 2 cameras are used, the system is
overconstrained and the least-squares solution

X = (KTK)−1KTD  should be used. This method
provides successive (x, y)  values in real-time and

Kalman filtering is applied to smooth the data.
Tests have shown that the visual feedback that is
given by the screen cursor is far more important
than accuracy, similar to hand-eye feedback with
mouse and mouse pointer. By modifying the last
step, the pointing operation can also be used for
pointing at any object in the scene if the 3D coor-
dinates of the objects are known.

6   Conclusion
We presented a first step towards a “Social Envi-
ronment” that incorporates the space in front of a
back-projection screen in the user-interface. Com-
puter vision is used to recognize the movements
and gestures of the user to achieve a non-intrusive
interface. Simple gestures and speech recognition
are used to trigger commands. The focus of the
interaction lies on the user’s location and move-
ments in real space, leading to an interface that is
intuitive and easy to learn. The system is designed
for the special needs of people in the creative arts
and forms an intuitive user interface in this con-
text. For future work we plan to implement more
applications that create a familiar working envi-
ronment for visual artists and film makers.
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